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Is the logarithm a function?

The exponential function exp : C→ C× has a many-valued analytic
inverse log : C× → C where log is well-defined only up to the
adding an element of 2πiZ.
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The logarithmic derivative

Treating exp and log as functions on functions does not help: If U
is some connected Riemann surface and f : U → C× is analytic,
then we deduce a “function” log(f ) : U → C.

However, because log(f ) is well-defined up to an additive constant,
∂ log(f ) := d

dz (log(f )) is a well defined function. That is, for
M = M (U) the differential field of meromorphic functions on U we
have a well-defined differential-analytic function ∂ log : M× → M.

Of course, one computes that ∂ log(f ) = f ′

f is, in fact, differential
algebraic.
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Explanation?

Why is the logarithmic differential algebraic?

What a silly question! The logarithm is the very first
transcendental function whose derivative is computed in a
standard calculus course. The differential algebraicity of
d
dz (log(f )) is merely a consequence of an elementary
calculation.
The usual logarithmic derivative is an instance of Kolchin’s
general theory of algebraic logarithmic derivatives on algebraic
groups in which the differential algebraicity is explained by the
triviality of the tangent bundle of an algebraic group.
It can also be seen as an instance of the main theorem to be
discussed today: certain kinds of differential analytic functions
constructed from covering maps are automatically differential
algebraic due to two key ideas from logic: elimination of
imaginaries and the Peterzil-Starchenko theory of o-minimal
complex analysis.
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Imaginaries
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Imaginaries, a definition

If M is an L -structure and E ⊆ Mn ×Mn is an L -definable
equivalence relation on some Cartesian power of M, then each
E -equivalence class in Mn/E is called an imaginary.

Shelah associates to any structure M, a new multisorted structure
Meq, whose elements are exactly the imaginaries of M.

The point of Poizat’s notion of elimination of imaginaries is that for
some structures these imaginary elements which are always virtually
present in M are really there.
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Elimination of imaginaries

We say that the theory T eliminates imaginaries if for any model
M |= T and any definable equivalence relation E ⊆ Mn ×Mn on
some Cartesian power of M, there is a definable function
f : Mn → Mm for which for all a, b ∈ Mn one has

f (a) = f (b)⇐⇒ aEb .

That is, each imaginary element [a]E is interdefinable with a finite
sequence of real elements f (a) ∈ Mm.
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Examples

The theory of equality does not eliminate imaginaries. For
example, the equivalence relation E on pairs defined by
〈u, v〉E 〈x , y〉 :⇐⇒ (u = x & v = y) ∨ (u = y & v = x) is not
eliminable.
Peano Arithmetic eliminates imaginaries
ZFC eliminates imaginaries
The theory of algebraically closed fields eliminates imaginaries.
The theory of differentially closed fields eliminates imaginaries.

Thomas Scanlon ADEs from definability



Differentially closed fields

The theory DCF0 of differentially closed fields of characteristic zero
is the model companion of the theory of differential fields of
characteristic zero.

Here, a differential field is a field K given together with a derivation
∂ : K → K , an additive map (∂(x + y) = ∂(x) + ∂(y)) satisfying
the Leibniz rule (∂(xy) = x∂(y) + ∂(x)y).
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Models of DCF0

Natural models of DCF0 are not
so easy to describe, but it fol-
lows from a theorem of Seiden-
berg that every countable differ-
ential field of characteristic zero
may be realized as a subdifferen-
tial field of germs of meromor-
phic functions.

Thomas Scanlon ADEs from definability



Eliminating an imaginary in DCF0

In a differential field (K , ∂) we say that c ∈ K is constant if
∂(c) = 0. Write C = C (K ) for the set (field) of all constants in K .

Define an equivalence relation

f ∼ g :⇐⇒ (∃c constant ) f = g + c .

Then f ∼ g ⇐⇒ ∂(f ) = ∂(g). That is, the function ∂ : K → K
eliminates the equivalence relation ∼.

Thomas Scanlon ADEs from definability



Fractional linear equivalence

For f and g nonconstant, define

f ∼ g :⇐⇒ (∃
(
a b
c d

)
∈ GL2(C )) f =

ag + b

cg + d
.

Since ∼ is a definable equivalence relation, there should be a
definable function whose fibres are precisely the ∼-equivalence
classes.
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Schwarzian derivarive

Define the Schwarzian derivative by

S(x) := (
x ′′

x ′
)′ − 1

2
(
x ′′

x ′
)2 .

where we write x ′ for the derivative ∂(x).
Then f ∼ g ⇐⇒ S(f ) = S(g).
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Generalized Schwarzians

Let (K , ∂) be a differential field of characteristic zero with
algebraically closed field of constants C , X an algebraic variety over
C and G y X is an algebraic group acting on X , then there is a
piecewise differential rational function η defined on X (K ) so that
for a, b ∈ X (K ) one has

η(a) = η(b) :⇐⇒ (∃γ ∈ G (C )) γ · a = b .

Here a differential rational function is one whose coordinates take
the form

(x1, . . . , xn) 7→
P(x1, . . . , xn; x ′1, . . . , x

′
n; . . . ; x

(m)
1 , . . . , x

(m)
n )

Q(x1, . . . , xn; x ′1, . . . , x
′
n; . . . ; x

(m)
1 , . . . , x

(m)
n )

for some polynomials P and Q.
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The general logarithmic derivative problem, set-up

We are given:
complex algebraic groups K < G ,
a complex submanifold D ⊆ (G/K )(C),
a discrete subgroup Γ < G (C) for which Γ y D,
an algebraic variety X , and
an analytic covering map π : D → X (C) expressing
X (C) = Γ\D.

For example, we may take K = {0}, G = (C,+) = D with G
acting on itself by translation and Γ = 2πiZ, then
π : D → X (C) := C× is simply the exponential map.
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Generalized differential logarithm

As with the logarithm, the inverse function π−1 : X (C)→ D is
locally analytic, but is only well-defined up to the action of Γ and in
the same way if U is some connected Riemann surface and
f : U → X (C) is analytic, then we deduce a mutlivalued function
π−1(f ). Put another way, if M = M (U) is the differential field of
meromorphic functions on U, we have a multivalued analytic
function π−1 : X (M)→ (G/K )(M) well-defined up to the action
of Γ.

Applying our generalized Schwartzian η corresponding to the action
of G (C), we have a well-defined differential analytic function χ
defined by χ := η ◦ (π−1).
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GAGA
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Peterzil-Starchenko GAGA

Theorem If X is a complex algebraic variety and Y ⊆ X (C) is an
o-minimally definable, analytically constructible set, then Y is
algebraically constructible.
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O-minimal complex analysis

O-minimality is a property of ordered structures: (R, <, . . .) is
o-minimal if every definable subset of R is a finite union of points
and intervals.

Just as C may be interpreted in R as R2 with addition and
multiplication defined via polynomial functions, likewise if
R := (R, <,+, ·, . . .) is an o-minimal expansion of an ordered field,
then C := R[i ] may be interpreted in R . A definable function
f : U → C (where U ⊆ C is an open subset) is R-analytic if it is
R-definable and for every a ∈ U the derivative
f ′(a) := limC3ε→0

f (a+ε)−f (a)
ε exists.

Peterzil and Starchenko develop R-complex analysis without the
benefit of some standard tools in complex analysis (Taylor series
developments, analytic continuation, integration over curves, et
cetera).
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Algebraicity of generalized differential logarithms

We are given:
complex algebraic groups K < G ,
a complex submanifold D ⊆ (G/K )(C),
a discrete, Zariski dense subgroup Γ < G (C) for which Γ y D,
an algebraic variety X , and
an analytic covering map π : D → X (C) expressing
X (C) = Γ\D.

Assume moreover that there is a set F ⊆ D which is definable in an
o-minimal expansion of (R, <,+, ·, 0, 1) for which
π � F : F → X (C) is definable and surjective.

Then the differential analytic map χ := η ◦ π−1 is in fact
differentially algebaically constructible where η is the differentially
constructible function expressing G (C)\(G/K )(U) as a definable
set.
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When does the theorem apply?

The standard o-minimal structure for these purposes is Ran,exp, in
which one is allowed all polynomials over the reals, the real
exponential function, and real analytic functions restricted to
compact boxes (and any other function built from these).

expA : Cg → A(C) where A is an abelian variety of dimension
g

j : h→ A1(C), the analytic j-function expressing
A1 = PSL2(Z)\h
More generally, theta functions and covering maps associated
to moduli spaces of abelian varieties and for their universal
families.
Manin homomorphisms
universal covering maps of hyperbolic curves
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Conclusions

In this lecture, I have focused on the ideas from logic used in
the construction of these algebraic differential operators. For
details on the proofs and the applications to Picard-Fuchs
equations, Manin homomorphisms, automorphic functions, et
cetera see my paper “Algebraic differential equations from
covering maps”, arXiv:1408.5177.
The Peterzil-Starchenko GAGA theorem is very strong, but to
my knowledge it has been applied in only one other paper, of
Pila and Tsimerman on functional transcendence. What more
can it say about the relation between algebraic and tame
analytic geometry?
Explicit forms of the generalized Schwarzians and generalized
logarithmic derivatives would make them more useful for
computations. In principle, the generalized Schwarzian may be
computed using elimination theory. Can we compute an
algebraic representation of the generalized logarithmic
derivatives?
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